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Why we built PredicTri

● Reserve reviews are slow and depend heavily on expert judgment

● Current models require many assumptions and manual inputs that 

shape the results

● PredicTri replaces guesswork with automation, transparency and 

robust models

● PredicTri allows actuaries focus on interpretation, not calibration



A new way to model reserves

● No need to choose or tune models: PredicTri automatically 
selects the best-performing one for your data

● Reserve reviews become faster, more consistent, and more 
reliable

● Results are driven purely by the data
● Every outcome is explained, so you always understand why 

the model behaves as it does

Data in. Results out. Full explainability.



How PredicTri Transforms Actuarial Modeling

Traditional approach

Subjective outcome Explainable results

PredicTri PredicTri provides the 
explainable models you 
need, not the models you 
have.
 
No assumptions. Data in, 
results out.

Assumptions

Legacy 
Models

Data

Adequate 
Models

PredicTri replaces assumptions and manual levers with automation, transparency, and 
explainable results.



PredicTri: AI-powered actuarial modeling tool
● Co-founded by experienced actuaries and data scientists

● Combines actuarial methods with advanced ML

● Focuses on aggregate triangle reserving using Bayesian machine 

learning

● Eliminates manual assumptions: models evolve from data, ensuring 

consistent and reproducible results

● Acts as a transparent second-opinion framework, enhancing 

confidence in results without replacing existing models



Market Verification: Industry Endorsements
Recognized by senior industry professionals across roles:

● Operational validation: Head of Operations, global insurer: “Exactly what should be replacing the old process.”

● Chief actuary: “Something new, unlike anything that exists today… Reserve estimate feeds directly into the 

financial statements.”

● Data science: “Checking if the percentiles follow a uniform distribution is a great way to validate estimates.”

● Consulting (Global): “We want the 95th percentile, not just expected value.”

● Consulting (Middle East & EU): “Strong client demand for a quick, explainable solution that mirrors familiar 

results while modernizing reserving practice”

● Regulatory validation: “The model provides full predictive distributions that support date-driven oversight…  It 

also brings transparency…  I’d like to see proof through cases where the actuary and model disagree.”



Model 1 Model Selection by 
Predictive Power

Reporting & 
Explanatory

Analytics

PredicTri: How does it work?

Model 2

Model 3

Comprehensive 
Bayesian Model

Paid and / or 
Incurred 
triangles;  
Premium / 
Exposure

The comprehensive Bayesian model automatically evaluates 16 models, 
selecting the most adequate structure for each dataset.
This workflow is modular and can integrate with existing actuarial tools.



Our Secret Sauce

● Building an actuarial model is one thing. Making it actually run 
and learn is another

● Even small changes to standard models often make existing 
software break or stop converging

● We’ve developed our own method that makes complex models 
work reliably and  converge even in complex portfolios.

● It took us years of fine-tuning to ensure our models not only run 
but deliver stable, explainable and automated  results



If you’d like to pause here, you already know the 

essence:

In PredicTri no assumptions and manual levers are needed. 

Instead of  requiring complex user inputs and relying on 

legacy models, PredicTri ranks and explains outputs of 

models that you can trust.

Thank you for following so far

The next part covers the technical foundation of PredicTri: 

model structure, validation, and examples of how it works 

in practice.

Next  >>>



Benchmarking Against Arius Data

● We benchmark against the publicly available Arius sample dataset: paid and 

incurred triangles with corresponding premium values.

● Full dataset and report extracts are included in the Appendix.

● Purpose: to allow direct, transparent comparison of PredicTri results with a 

widely recognized tool.

● This ensures transparency, reproducibility, and unbiased comparison.

● Data is illustrative only, not affiliated with or endorsed by Arius.

Arius sample dataset → PredicTri workflow → Comparison results



PredicTri Results Output

● Ultimate values: calculated for all 16 model configurations. In the 
Appendix we show detailed examples at selected percentiles (50th and 
95th).

● PredicTri highlights how each model differs from standard Chain Ladder,  
and explains the source of that difference.

● Development patterns (cashflows): full rectangle outputs are available for 
every model. Illustrative selected percentiles are included in the Appendix.

● Detailed output for full distributions: generated for each model. 
Representative example is provided in the Appendix.



Bayesian Model Features

Each factor can be toggled on or off, creating 16 
transparent model variants to identify the most 
adequate structure for your data. 

All factors are evaluated automatically. Users can 
review and compare their impact.

(*) Joint modeling enables the simultaneous use of 
both paid and incurred models. 

Model feature State

JOINT* factor Included / Not included

Evolution factor 
(horizontal 
trend)

Cumulative / Non 
Cumulative

Inflation factor 
(diagonal trend)

Included / Not included

Residuals type Cumulative / Non 
Cumulative



Model comparison

Our base model aligns with standard 
CL. The best model in this case adds 
Joint + Residuals factors. The difference 
is transparent and explainable

In addition, PredicTri provides confidence ranges that support 
management and regulatory decision-making.

ULR: Ultimate Loss Ratio



● The ratio decreases with development, unlike in a Cumulative Residuals scenario 
(Chain Ladder assumption) where uncertainty increases.

● Early deviations don’t predict the ultimate reliably.
● The Non-Cumulative Residuals model therefore gives a more reliable projection.

Why UY 2018 is so high in our projection?
● The 69% ultimate for 2018 is driven by the insights from the Non-Cumulative 

Residuals model.
● Let’s look at the “Loss Ratio Standard Deviation” / “Loss Ratio Average” ratio 

across the columns:

The chart shows 
an 11.5% 
difference in the 
ultimate, driven by 
improved model 
accuracy.



Model validation and selection are based on predictive power, measured through 
cross-validation adapted for Bayesian models.
Multiple folds (diagonal, row-top, row-bottom, etc.) test robustness across development 
patterns:
● fold 7: uses 70% diagonals from the left (similar to a standard actuarial validation),
● fold 6: uses 70% rows from the top,
● …..
● fold 0: uses 70% rows from the bottom.

This data-driven validation enhances financial rigor and credibility in 
reserve estimates. 

Model Validation and Scoring by Predictive Power



Model Transparency: Explanatory factors

How do we understand the difference between the best model's result and 
traditional Chain Ladder (CL) techniques?

● Transparency is quantified using Shapley values and the Explanatory Factors 
Matrix, which shows the contribution of each model feature to the final result 
relative to the base* method (E0000001_R0100001).

● Explainability builds trust as users can see how data-driven factors influence 
each projection.

(*) The base method resembles a stochastic Chain Ladder 
approach, where the final loss reflects relationships between 
columns and random noise, similar to standard actuarial 
calculations.



Model Transparency: Explanatory factors, example

● For example, the selected (best) model is JOINT_E0000001_R1000001. 
This means that the Non-cumulative Residuals (R1000001) factor, and 
the JOINT factor are added to the base result.

● The 7th scored model is JOINT_E0100001_I0100001_R1000001. Here 
Non-cumulative Residuals (R1000001), JOINT factor, Cumulative 
Evolution factor (E0100001) and Inflation factor (I0100001) are added 
to the base result.



Explanatory factors matrix, JOINT_E0000001_R1000001

For example, in 2018, the base ULR is 59%. It is then adjusted by adding the Joint (All data) factor 
of -3.3% and the Non-Cumulative Residuals factor of 12.9%: 58.9% - 3.3% + 12.9% = 68.5%.

Key driver here: Non-Cumulative Residuals → +12.9% uplift.

The matrix provides a transparent quantitative justification for reserve recommendations.

Additional explanatory factors matrix example is provided in the Appendix.



Model Development Factors, Best model 
(JOINT_E0000001_R1000001), Percentile 50

Blue = PredicTri projection (selected model, selected percentile).



Confidence intervals example

Values shown are the difference from percentile 50% for the 
confidence intervals of [25:75]%  and [5:95]% of the results 
distribution. 

These insights enable clear, data-supported reserve decisions.



Full distribution output example

Full distributions clarify best-estimate and conservative scenarios, 
quantify tail risk, and support pricing and capital decisions.
Complete distribution available for every year and every model; 
here shown for best model JOINT_E0000001_R1000001.



Collaboration Opportunities

● Real-world pilots with insurers, reinsurers, and consultants

● Joint research on transparency and AI in actuarial modeling

● Early-access feedback shaping future product releases

What do you think?



Appendix. Technical Details and Data Sources

● Arius example data

● Arius Results

● Model output example: ultimate value, 16 models

● Model output example: development pattern for a selected model

● Full results distribution for selected model

● Explanatory factors matrix, JOINT_E0100001_I0100001_R1000001



● Arius Sample 
Reports

● Page 21: 

Paid data 

● Page 25: 

Incurred data

Disclaimer: We utilize publicly 
available Arius data and analysis 
purely for illustrative purposes. Our 
framework and results are not 
affiliated with or endorsed by Arius. 
This dataset was chosen because it is 
easily accessible to anyone, enabling  
a direct comparison, ensuring 
transparency and unbiased data 
selection.

Arius example data

https://info.akur8.com/hubfs/Reserving/arius-deterministic-sample-reports.pdf
https://info.akur8.com/hubfs/Reserving/arius-deterministic-sample-reports.pdf


Arius Results, page 22



Model output example: ultimate value, 16 models
Percentile 50%: 

Percentile 95%: 



Model output example: development pattern for a selected model
Percentile 50%: 

Percentile 95%: 



Full results distribution for selected model



Explanatory factors matrix, JOINT_E0100001_I0100001_R1000001

The most influential factor in this case 
is the Non-Cumulative Residuals. This 
typically occurs in complex portfolios 
with volatile experience.


