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● Arius Sample Reports
● Page 20: 

Paid data 

● Page 24: 

Incurred data

Disclaimer: We utilize publicly 
available Arius data and analysis 
purely for illustrative purposes. Our 
framework and results are not 
affiliated with or endorsed by Arius. 
This dataset was chosen because it is 
easily accessible to anyone, enabling  
a direct comparison, ensuring 
transparency and unbiased data 
selection.

Arius example data

https://arius.milliman.com/-/media/arius/pdfs/arius-deterministic-sample-reports.ashx?la=en&hash=A4C99B16BFB97F0843F5BC79C3577D97


Milliman Arius Results, page 23



Bayesian Model Features
These adjustable states allow us to define 16 distinct 
models.

 Possible additional models are based on:

● No evolution factor → Fixed median loss ratio for 
all periods (usually not common)

● Adaptive learned dependency on prior years for 
evolution

● Seasonality

(*) Joint modeling enables the simultaneous use of 
both paid and incurred models. It requires both paid 
and incurred data to be fully developed; in other words, 
the values for the most mature year must be equal. If 
the paid data is not fully developed but is close, the 
entire triangle is adjusted by applying the necessary 
tail factor. The model ensures that the ultimate paid 
losses for some period are equal to the ultimate 
incurred losses for that period.

Model feature State

JOINT* factor Included / Not included

Evolution factor 
(horizontal trend)

Cumulative / Non 
Cumulative

Inflation factor 
(diagonal trend)

Included / Not included

Residuals type Cumulative / Non 
Cumulative



Model output example: ultimate value, 16 models
Percentile 50%: 

Percentile 95%: 



Model output example: development pattern for a selected model
Percentile 50%: 

Percentile 95%: 



Scoring

Models are scored for predictive power using state of the art machine learning based 
cross-validation techniques that are adapted for Bayesian models.
● fold 7: uses 70% diagonals from the left (similar to a standard actuarial validation)
● fold 6: uses 70% rows from the top
● …..
● fold 0: uses 70% rows from the bottom (this fold checks the forecast of the most 

mature period)



Model comparison

Base model: E0000001_R0100001

Best model: JOINT_E0000001_R1000001

In this case, the Base model is nearly identical to the 
Simple Chain Ladder model.



Why UY 2018 is so high in our projection?
● The 69% ultimate for 2018 is driven by the insights from the Non-Cumulative Residuals model.
● Let’s look at the “Loss Ratio Standard Deviation” / “Loss Ratio Average” ratio across the columns:

● The ratio decreases as we move to the right (older development periods).
● In a Cumulative Residuals scenario, this ratio would increase as uncertainty accumulates over time.
● This decreasing pattern indicates that early deviations (low development) do not reliably predict the ultimate result.
● Therefore, the Non-Cumulative Residuals model offers a more conservative projection. In the following slides, we will 

demonstrate that its impact amounts to 12.9%.



Model Transparency: Explanatory factors

● How do we understand the difference between the best model's result and traditional Chain 
Ladder (CL) techniques?

○ We apply the Shapley values method, which explains the contribution of each feature in 
the model's predictions.

● The base method is R0100001, which is similar to a stochastic Chain Ladder approach, 
where the final loss incorporates the relationship between columns and random noise.  This 
method closely resembles the standard actuarial calculations widely used today.

● In practice, we use E0000001_R0100001 as the base method. In addition to Cumulative 
Residuals (R0100001), it incorporates a Non-Cumulative Evolution factor (E0000001). 
Without this Evolution factor, the model would implicitly assume that the insurance company 
writes the same portfolio every year. 

● The model structure and practice show that the results of R0100001 and 
E0000001_R0100001 are similar.



Model Transparency: Explanatory factors, example

● For each model, we generate a matrix of explanatory factors that shows the 
contribution of each feature to the final loss.

● For example, the selected (best) model is JOINT_E0000001_R1000001. This 
means that the Non-cumulative Residuals (R1000001) factor, and the JOINT 
factor are added to the base result.

● The 7th scored model is JOINT_E0100001_I0100001_R1000001. Here 
Non-cumulative Residuals (R1000001), JOINT factor, Cumulative Evolution 
factor (E0100001) and Inflation factor (I0100001) are added to the base result .



Explanatory factors matrix, JOINT_E0000001_R1000001

For example, in 2018, the base ULR is 59%. It is then adjusted by adding the Joint (All data) factor of 
-3.3% and the Non-Cumulative Residuals factor of 12.9%: 58.9% - 3.3% + 12.9% = 68.5%.



Explanatory factors matrix, JOINT_E0100001_I0100001_R1000001

The most influential factor is the Non-Cumulative Residuals. This typically occurs in complex portfolios 
with volatile experience.



JOINT_E0000001_R1000001, Model Development Factors, 
Percentile 50



Confidence intervals: JOINT_E0000001_R1000001 Percentiles, ULR 

Values shown are the difference from percentile 50% for the confidence intervals of [25:75]%  
and [5:95]% of the ULR distribution.



JOINT_E0000001_R1000001: Full distribution output



Next steps

● User Interface: Refine the interface to improve overall user experience.
● Testing: Test the model with a variety of triangles from different lines of 

business and varying triangle sizes.
● Additional Models: Exploration of alternative model configurations.

● What do you think?


